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ABSTRACT

Channel order estimation is a critical step in blind chan-
nel identification/equalization algorithms. In this paper, a
new criterion for channel order estimation of multiple-input
multiple-output (MIMO) channels is presented. The pro-
posed method relies on the reformulation of the blind equal-
ization problem as a set of nested canonical correlation anal-
ysis (CCA) problems, whose solutions are given by a gen-
eralized eigenvalue (GEV) problem. In particular, the chan-
nel order estimates are obtained from the multiplicity of the
largest generalized eigenvalue of the successive GEVs. Un-
like previous approaches, the performance of the proposed
method is good even in the cases of small data sets, colored
signals, and channels with small head and tails terms, which
is illustrated by means os some numerical examples.

1. INTRODUCTION

Recently, blind identification and equalization of multiple-
input multiple-output (MIMO) systems have received a lot
of attention due to its capability to extract the channel, orthe
sources, without the penalty in bandwith efficiency associ-
ated to the transmission of a training sequence. Blind chan-
nel equalization methods can be divided into two groups.
On the one hand, stochastic methods are based on the es-
timate of the correlation matrices of the observations and
typically make some assumptions about the input. On the
other hand, the deterministic techniques are solely based
on the subspace decomposition of the received data matri-
ces, which translates into a better performance when only
a few observations are available. However, deterministic
techniques are usually based on the previous knowledge of
the channel order. Addressing this issue, several methods
have been proposed for the particular case of single-input
multiple-output (SIMO) systems (see [1], [2], [3] and the
references therein). Unfortunately, the number of channel
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order estimation techniques for general MIMO systems is
rather scarce [4].

In this work we present a new deterministic technique
for the estimation of the MIMO channel order, which is
based on the reformulation of the blind equalization prob-
lem as a set of nested canonical correlation analysis (CCA)
problems [5]. The CCA solutions are given by a gener-
alized eigenvalue problem (GEV). Specifically, the equal-
izers are obtained from the eigenvector associated to the
largest eigenvalue, whose multiplicity is directly related to
the MIMO channel orders. Based on this fact, we pro-
pose to analyze the multiplicities for different channel or-
ders, which provides the sufficient information to exactly
recover the channel orders in the noiseless case. In order to
deal with more realistic scenarios, we introduce a denoising
step, which allows us to obtain an estimate of the theoreti-
cal eigenvalues. Finally, these estimates are compared with
a threshold, obtaining the estimated multiplicities and chan-
nel orders.

This paper is organized as follows. In Section 2 we
review the formulation of the blind equalization problem.
Section 3 introduces the proposed method of deterministic
MIMO channel order estimation, whose performance is il-
lustrated in Section 4 by means of some numerical exam-
ples. Finally, the main conclusions of this work are pre-
sented in Section 5.

2. BLIND EQUALIZATION OF MIMO CHANNELS

2.1. Notation and Data Model

We consider the noise free MIMO system shown in Fig. 1
where signalsx[n] = [x1[n], ..., xP [n]]T , are the outputs
of an unknownM -input/P -output finite impulse response
(FIR) system driven byM signals,s1[n], . . . , sM [n].

StackingK successive observation vectors intox̃[n] =
[
x

T [n], ...,xT [n − K + 1]
]T

, we obtain

x̃[n] =

M∑

i=1

T (hi)s̃i[n], (1)

18978-1-4244-2241-8/08/$25.00 ©2008 IEEE



s1[n]

sM [n]

x1[n]

xP [n]

h11

h1M

hP1

hPM

∑

∑

Fig. 1. Multiple-Input Multiple-Output (MIMO) system.

where s̃i [n] = [si [n] , ..., si [n − K − Li + 2]]T , hi de-
notes the FIR-SIMO channel of lengthLi associated to the
i-th source signal, and

T (hi) =






hi [0] · · · hi [Li − 1] · · · 0

...
. . .

. . .
. . .

...
0 · · · hi [0] · · · hi [Li − 1]




 ,

is thePK × (K + Li − 1) filtering matrix associated to the
i-th FIR-SIMO channel. Eq.(1) can be expressed in a more
compact form as

x̃ [n] = T (H) s̃ [n] ,

where s̃ [n] =
[
s̃
T
1 [n] , ..., s̃T

M [n]
]T

, and T (H) =
[T (h1) · · · T (hM )] is the MIMO channel filtering matrix.

2.2. Blind MIMO Equalization Based on Channel Or-
der Diversity

Recently, in [5] the authors have proposed a technique for
blind equalization based on channel order diversity. IfT (H)
is full-column rank, it can be easily proved that there exists
a set ofM matricesWi of sizePK × Qi, such that

[W1 · · ·WM ]
T
T (H) = W

TT (H) = I,

whereQi = K + Li − 1 is the number of equalizers that
allows us to extract the delayed versions of thei-th source,
which is distorted by a SIMO channel of lengthLi. De-
noting thek-th column ofWi as wik, we can write, for
i = 1, ..., M andk = 1, ..., Qi

w
T
ikx̃[n + k − 1] = si[n],

i.e., the columns of the left-inverse ofT (H) provide a set
of zero-forcing (ZF) equalizers with differents delays forthe
M source signals. This implies, fori = 1, ..., M ,

w
T
ikx̃[n + k] = w

T
il x̃[n + l], k, l = 1, ..., Qi,

which constitutes the main idea of the blind equalization
method proposed in [5]. Specifically, defining the following
matrix from a block ofQ1 + N − 1 observation vectors,

X̃k[n] = [x̃[n + k − 1] · · · x̃[n + k + N − 2]]T ,
︸ ︷︷ ︸

N×PK

with k = 1, ..., Qi, the blind equalization procedure can be
rewritten as the following optimization problem

argmin
ŵi1,...,ŵiQi

Qi∑

k,l=1

∥
∥
∥X̃k[n]ŵik − X̃l[n]ŵil

∥
∥
∥

2

, (2)

subject to the following constraint on the energy of the out-
put signals

Qi∑

k=1

∥
∥
∥X̃kŵik

∥
∥
∥

2

= 1.

Interestingly, the above problem is the maximum variance
(MAXVAR) generalization of canonical correlation analy-
sis (CCA) to several data sets (X̃1[n], ..., X̃Qi

[n]) [6], whose
solutions are given by the following generalized eigenvalue
(GEV) problem [7]

1

Qi

R̃iŵi = βiD̃iŵi, (3)

whereŵi =
[
ŵ

T
i1, ..., ŵ

T
iQi

]T
, ŵik are the canonical vec-

tors, the matrices̃Ri andD̃i are defined as

R̃i =






R̃11 · · · R̃1Qi

...
. . .

...
R̃Qi1 · · · R̃QiQi




 ,

D̃i =






R̃11 · · · 0

...
. . .

...
0 · · · R̃QiQi




 ,

andR̃kl = X̃
H
k [n]X̃l[n] are the estimates of the crosscorre-

lation matrices. Thus, after extracting the equalizersŵi, the
signal estimate is obtained as the best linear combination of
the equalizer outputs which is given by

ŝi[n] = [ŝi[n], . . . , ŝi[n + N − 1]]
T

=
1

Qi

Qi∑

k=1

X̃k[n]ŵik.

Finally, we must point out that in the case of rank-deficient
matricesT (H), the channel can be easily decomposed into
identifiable (full-column rank) and non-identifiable parts.
Thus, the techniques presented in this paper can be applied
to the extraction of the equalizers, or channel orders, asso-
ciated to the identifiable part of the channel.
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3. MIMO ORDER ESTIMATION BASED ON CCA

The blind equalization method summarized in the previous
subsection is used here to derive a new technique for the
estimation of the MIMO channel orders. Let us start by dis-
cussing the properties of the CCA-based blind equalization
method.

3.1. Preliminaries

In [5] it has been proven that the theoretical solutions of the
CCA problem in (3) are the following:

• Desired solutions: Obviously, the blind equalization
criterion is satisfied by the equalizers extracting the
signals distorted by a SIMO channel of lengthLi.

• Spurious solutions: It is easy to prove that the equal-
ization criterion is also satisfied by the set of equal-
izers extracting the sources distorted by longer SIMO
channels (Lj > Li), and their delayed versions. In
particular, if

ŵj =
[

ŵ
T
j1, . . . , ŵ

T
jQj

]T

,

are the equalizers of thej-th source signal, then

ŵi =
[

ŵ
T
jk, . . . , ŵT

j(k+Qi−1)

]T

,

for k = 1, . . . , Lj − Li + 1 also satisfy the blind
equalization criterion.

Therefore, assuming that there exists a subset ofθi FIR-
SIMO channels of lengthLi, the theoretical solutions of the
proposed blind equalization criterion span a subspace of di-
mensionθi + θ⊥i , where

θ⊥i =
∑

Lj>Li

(Lj − Li + 1)

represents the number of signals, and their delayed replicas,
affected by SIMO channels of lengthLj > Li. Finally, in
the absence of noise this is translated into a multiplicity of
orderθi + θ⊥i of the largest eigenvalue of the GEV in (3).

3.2. Proposed Technique

The multiplicity of the generalized eigenvalues is exploited
in this subsection to propose a new channel order estima-
tion technique. Let us assume that the conditions associated
to the blind equalization technique in [5] are satisfied for
an upper bound̂Lmax of the MIMO channel order. Then,
solving the problem in (3) for eacĥLmax ≥ L ≥ 1, we
obtain that the theoretical multiplicity of the largest gener-
alized eigenvalue satisfies

mult(max (βi)) = θi + θ⊥i , i = 1, ..., M.

Algorithm 3.1 Summary of the CCA-MAXVAR technique
for MIMO channel order estimation.

SelectL̂max andK.
Initialize L = L̂max andi = 1
while L > 1 do

CalculateQ = K + L − 1.
Form the CCA-MAXVAR problem with data sets
X̃1[n], ..., X̃Q[n].
Obtain the multiplicity of the largest generalized eigen-
value,mult(max (β))
Obtain the number of constraints to applyθ⊥ =
∑

L̂j≥L(L̂j − L + 1).

Calculateθ = mult(max (β)) − θ⊥.
if θ > 0 then

We can conclude than there existθ sources distorted
by SIMO channels of lengthLi.

end if
Updatei = i + θ.
UpdateL = L − 1.

end while

Thus, the proposed channel order estimation technique, which
is summarized in Algorithm 3.1, reduces to the analysis of
these multiplicities.

In a practical situation the observations are corrupted by
noise, and the blind equalization criterion can not be ex-
actly satisfied, which translates into different generalized
eigenvalues (canonical correlations)βi < 1. In order to
determine the multiplicities we need to introduce two addi-
tional stages into the proposed technique. Firstly, the effect
of the noise is compensated by means of a soft denoising
step. Specifically, the eigenvalues are corrected by means
of the following formula

βi = β̂i

ŵ
H
i D̃iŵi

ŵH
i (D̃i − σ̂2I)ŵi

−
1

Qi

ŵ
H
i R̂ni

ŵi

ŵH
i (D̃i − σ̂2I)ŵi

,

which provides a measure of the residual inter-symbol inter-
ference (ISI) at the output of the equalizers, and whereR̂ni

is a matrix which models the effect of the white noise, of
variancêσ2, onR̃i. Finally, the multiplicities are estimated
by comparing the corrected eigenvalues with a given thresh-
old, i.e., all the eigenvalues above the threshold are consid-
ered asmaximumeigenvalues, and therefore they provide
the multiplicities and the channel orders.

Finally, we must point out that the proposed technique
has been derived from a deterministic framework. There-
fore, in the absence of noise it is able to exactly recover
the channel orders within a finite number of observations.
On the other hand, in the presence of noise the proposed
method provides very promising results, which is illustrated
by means of some numerical examples in the following sec-
tion.
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Fig. 2. Final MSE after equalization.

4. SIMULATION RESULTS

In this section the performance of the proposed technique
is evaluated by means of several simulation examples. The
results were obtained as the average of 500 independent re-
alizations of a single experiment. We consider unit-variance
16-QAM source signals distorted by a MIMO channel and
corrupted by zero-mean Gaussian noise. The MIMO chan-
nel is the same used in the experiments of [5], which corre-
sponds with the propagation model of Clarke [8]. In partic-
ular, we consider a2 × 4 MIMO channel (M = 2, P = 4)
with effective1 SIMO channel lengthsL1 = 4 andL2 = 2.
Finally, in all the examples we considerN = 500 obser-
vations, and the proposed technique is compared with the
method in [4] (denoted here as Kotoulas).

Channel order estimation is the first step in any blind
identification/equalization technique, where the final goal
is to restore the original source signal. We have used the
channel order estimate to derive a set of equalizers using
the algorithm described in Section 2. In the first example
two white sources are distorted by the2 × 4 MIMO chan-
nel, which includes small heading and trailing terms. The
final mean squared error (MSE) after equalization is shown
in Fig. 2, where we can see that the best results are pro-
vided by the proposed method. Fig. 3 shows the probability
of correct channel order detection as a function of the SNR.
Here we can clearly see that the technique based on CCA
outperforms Kotoulas method for both SIMO channels. Fi-
nally, in Fig. 4 we observe the probability density function
(estimated with the Parzen windowing method [9]) of the
channel order estimates for SNR = 10 dB. As can be seen,
the proposed technique recovers the correct channel orders,
whereas the method proposed by Kotoulas underestimates

1The effective channel length is considered as the number of taps that
concentrate most of the channel energy [1].
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Fig. 3. Probability of correct channel order detection.

the channel order of the longest SIMO channel.
In the second example, the sources have been colored

by a FIR filter with impulse responseb = [1, 1]. The fi-
nal MSE after channel order detection and equalization is
shown in Fig. 5, which illustrates the good performance
of the proposed technique even in the presence of colored
sources.

5. CONCLUSIONS

In this paper, a new multiple-input multiple-output (MIMO)
channel order estimation technique has been proposed. The
method is based on a previously proposed blind equaliza-
tion technique, which can be reformulated as a set of nested
canonical correlation analysis (CCA) problems. In particu-
lar, in the absence of noise the channel order estimates are
directly given by the multiplicities of the largest eigenvalue
of a generalized eigenvalue problem (GEV). Thus, in a real-
istic scenario the eigenvalues are firstly corrected by means
of a denoising step, and the multiplicities are obtained as the
number of eigenvalues above a fixed threshold. Finally, the
performance of the proposed technique has been illustrated
by means of numerical examples.
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based algorithms for blind equalization of FIR-MIMO
channels,” IEEE Transactions on Signal Processing,
vol. 55, no. 7, pp. 3867–3878, July 2007.

−10 0 10 20 30 40
−40

−35

−30

−25

−20

−15

−10

−5

0

M
S

E
 (

dB
) 

−
 F

irs
t s

ig
na

l (
L 1 =

 4
)

SNR(dB)

 

 

−10 0 10 20 30 40
−25

−20

−15

−10

−5

0

M
S

E
 (

dB
) 

−
 F

irs
t s

ig
na

l (
L 2 =

 2
)

SNR(dB)

 

 

CCA−SD
Kotoulas

CCA−SD
Kotoulas

Fig. 5. Final MSE after equalization with colored inputs.

[6] J. R. Kettenring, “Canonical analysis of several sets
of variables,” Biometrika, vol. 58, no. 3, pp. 433–451,
1971.

[7] J. Vı́a, I. Santamarı́a, and J. Pérez, “Canonical corre-
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